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Abstract
The CESE method is a new numerical paradigm for nonlinear hyperbolic conservation laws. In this paper, we extend the CESE method for solving viscous flows. Both viscous and inviscid fluxes are incorporated into the space-time integration of the CESE method to enforce flux conservation locally and globally. To overcome excessive numerical damping, incurred by clustered mesh for resolving the boundary layer, a CFL number insensitive scheme, recently developed by Chang, is employed. The capabilities of the present scheme are demonstrated by numerical solutions of a shock/boundary layer interaction problem and a driven cavity flow. Without preconditioning the flow equations, the present approach can calculate flows at all speed.

1. Introduction
The space-time conservation element and solution element (CESE) method is a new numerical framework for solving hyperbolic conservation laws. Contrast to modern upwind schemes, no reconstruction procedure or Riemann solver is needed and the computational logics and operational counts of the CESE method are much simpler and more efficient. Numerous one-, two-, and three-dimensional, steady and unsteady results, obtained by using the CESE method, have been reported in the cited references [1-8], including flows with complex shock systems, aero acoustics, flow dominated by vortices.

The present paper aims at solving the Navier-stokes equations for viscous flows. In the setting of the space-time integral formation of the CESE method, the inviscid and viscous fluxes are incorporated in an equal footing manner to enforce local and global flux conservation. Moreover, to overcome the over-dissipation problem when CFL is smaller than 0.1, we also employ the newly developed CFL insensitive scheme by Chang and coworkers [9, 10, 11]. We note that numerical dissipation of the original CESE method tends to increase with decreasing local CFL number. Because the CFL numbers may vary significantly across the computational domain, usually due to non-uniform mesh, numerical solutions may become overly dissipated. To overcome this problem, Chang [9] proposed the CFL insensitive scheme for the Euler equations in one spatial dimension. The scheme was further extended for Euler equations in two spatial dimensions [10, 11]. Numerical results shows that the scheme is CFL number insensitive and could crisply resolve shocks as well as contact discontinuity. In the present paper, the new CFL insensitive methods are employed to resolve the boundary layer in solving the Navier-stokes equations.

The present paper is organized as follows. In Section 2, we present the CESE method for the Navier-Stokes equations in two spatial dimensions. In section 3, we review the CFL insensitive scheme. Section 4 shows the numerical results for viscous flows. In particular, the same computer code has been used for a supersonic flow with shock/boundary layer interactions and incompressible cavity flow. We then offer concluding remarks and provide cited references.
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2. Numerical Methods

2.1 Space-Time Integration

The dimensionless unsteady Navier-Stokes equations in two-spatial-dimensions can be expressed as

\[
\frac{\partial u_m}{\partial t} + \frac{\partial f_m}{\partial x} + \frac{\partial g_m}{\partial y} - \frac{\partial f_{sm}}{\partial x} - \frac{\partial g_{sm}}{\partial y} = 0, \tag{2.1}
\]

for \( m = 1, 2, 3, 4 \), where \( u_m, f_m, g_m, f_{sm} \) and \( g_{sm} \) are flow variables, inviscid fluxes and viscous fluxes in \( x \)- and \( y \)-directions, respectively, as

\[
\begin{align*}
(u_1, u_2, u_3, u_4)^T &= (\rho, \rho u, \rho v, e)^T, \tag{2.2a} \\
(f_1, f_2, f_3, f_4)^T &= (\rho u^2 + p, \rho u v, \rho v^2 + p, (e + p)\gamma)^T, \tag{2.2b} \\
(g_1, g_2, g_3, g_4)^T &= (\rho v, \rho u v, \rho v^2 + p, (e + p)\gamma)^T, \\
(f_{v1}, f_{v2}, f_{v3}, f_{v4})^T &= (0, \tau_{xx}, \tau_{xy} + v \tau_{xy} - q_x)^T, \\
(g_{v1}, g_{v2}, g_{v3}, g_{v4})^T &= (0, \tau_{xy}, \tau_{yy} + v \tau_{xy} - q_y)^T,
\end{align*}
\]

where \( \rho, p, u \) and \( v \) are density, pressure, velocity components in \( x \)- and \( y \)-direction. The specific total energy \( e \) is \( e = p/(\gamma - 1) + \rho(u^2 + v^2)/2 \). \( \gamma \) is the specific heat ratio. The stress components in Eq. (2.2d-e) are as follows,

\[
\begin{align*}
\tau_{xx} &= \frac{1}{Re} \left( \frac{4}{3} \frac{\partial u}{\partial x} - \frac{2}{3} \frac{\partial v}{\partial y} \right), \\
\tau_{yy} &= \frac{1}{Re} \left( \frac{4}{3} \frac{\partial v}{\partial y} - \frac{2}{3} \frac{\partial u}{\partial x} \right), \\
\tau_{xy} &= \frac{1}{Re} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right), \\
q_x &= \frac{1}{(\gamma - 1)M^2 RePr} \frac{\partial T}{\partial x}, \\
q_y &= \frac{1}{(\gamma - 1)M^2 RePr} \frac{\partial T}{\partial y}
\end{align*}
\]

where \( Re \) is the Reynolds number, \( Pr \) the Prandtl number and \( M \) the freestream Mach number.

Let \( x_1 = x, x_2 = y \) and \( x_3 = t \) be the coordinates of a three-dimensional Euclidean space \( E_3 \). Equation (2.1) becomes the divergence free condition in \( E_3 \),

\[
\nabla \cdot \mathbf{h}_m = 0, \tag{2.3}
\]

where \( \mathbf{h}_m = (f_m - f_{sm}, g_m - g_{sm}, u_m) \) are the current density vectors in \( E_3 \). By using Gauss’ divergence theorem in \( E_3 \), we have

\[
\int_V \nabla \cdot \mathbf{h}_m dV = \int_{S(V)} \mathbf{h}_m \cdot dS = 0, \tag{2.4}
\]

for \( m = 1, 2, 3, 4 \), where \( S(V) \) is the boundary of an arbitrary space-time region \( V \) in \( E_3 \) and \( dS = nd\sigma \), where \( d\sigma \) and \( n \) are the area and the outward unit normal vector of a surface element on \( S(V) \).

2.2 CE and SE

The two-dimensional spatial domain is divided into no-overlapped triangles. Refer to Fig. 1. Point G, the centroid of \( \Delta BD \), is marked by a solid circle, and A, C and E, centorids of \( \Delta AFMB, \Delta BJD \) and \( \Delta DLF \), are marked by hollow circles. In Fig. 2, A, B, C, D, E and F form a hexagon ABCDEF. Point \( \overline{G} \), marked by a solid square, is the centroid of hexagon ABCDEF, and it is the solution point of \( \Delta BD \). Let \( S_{q1}, S_{q2} \) and \( S_{q3} \) be areas of quadrilaterals \( \Delta GBF, \Delta BCD \) and \( \Delta DEF \), and \( (x_{q1}, y_{q1}), (x_{q2}, y_{q2}) \) and \( (x_{q3}, y_{q3}) \) be the spatial coordinates of their centroids. The spatial coordinates of point \( \overline{G} \) are

\[
\begin{align*}
x_{\overline{G}} &= \frac{S_{q1}x_{q1} + S_{q2}x_{q2} + S_{q3}x_{q3}}{S_{q1} + S_{q2} + S_{q3}}, \tag{2.5} \\
y_{\overline{G}} &= \frac{S_{q1}y_{q1} + S_{q2}y_{q2} + S_{q3}y_{q3}}{S_{q1} + S_{q2} + S_{q3}}.
\end{align*}
\]

Points \( \overline{A}, \overline{C} \) and \( \overline{E} \), marked by hollow squares in Fig. 2, and are the solution points of \( \Delta AFMB, \Delta BJD \) and \( \Delta DLF \), respectively. In the space-time domain, A, B, C, D, E, F and G are at the time level \( n-1/2 \), and \( \overline{A}', \overline{B}', \overline{C}', \overline{D}', \overline{E}', \overline{F}' \) and \( \overline{G}' \) are at the time level \( n \). Points \( \overline{A}, \overline{B}, \overline{C}, \overline{D}, \overline{E}, \overline{F} \) and \( \overline{G} \) are at the time level \( n+1/2 \). Let \( j, k \) and \( n \) be indices for \( x, y \) and \( t \), respectively. Points \( \overline{G}', \overline{A}, \overline{C} \) and \( \overline{G} \) are marked by \( (j,k,n), (j1,k1,n-1/2), (j2,k2,n-1/2) \) and \( (j3,k3,n-1/2) \), respectively. Shown in Fig. 3, the solution points \( \overline{G}, \overline{A}, \overline{C} \) and \( \overline{E} \) are placed in a staggered positions in \( E_3 \), and their coordinates are
marked by \((j, k, n)\), \((j1, k1, n - 1/2)\), \((j2, k2, n - 1/2)\) and \((j3, k3, n - 1/2)\). Note that, a triangle’s centroid \(G^\prime\) and the associated solution point, \(C^\prime\) have different spatial coordinates. In the calculation, flow variables are stored at the solution points.

As presented in Fig. 4, the solution element \(SE(j, k, n)\) associated with point \(G^\prime(j, k, n)\), is the union of four planes, i.e., the hexagon \(~E\) and \(\text{quadrilateral cylinders} \quad CE\) and \(\text{associated solution point}, \quad G\) and \(\text{quadrilateral cylinders} \quad BG\) \(\text{Cores for point}\) \(G^\prime\). Refer to Fig. 3. Three \(CE\) are quadrilateral cylinders \(ABFGA\) \(BGF\) \(CDGBC\) \(DCE\) \(DGGD\) \(EFGDE\) \(FEDCBA\) \(FGGF\) \(G\), and are referred to as \(CE_1(j, k, n)\), \(CE_2(j, k, n)\) and \(CE_3(j, k, n)\), respectively. \(CE_1(j, k, n)\) is the union of \(CE_1(j, k, n)\), \(CE_2(j, k, n)\) and \(CE_3(j, k, n)\).

Inside \(SE(j, k, n)\), the first-order Taylor series expansion is employed to descritize the flow variables and inviscid fluxes:

\[
\begin{align*}
\left(u^*_{m}\right)(x, y, t; j, k, n) &= \left(u^*\right)_{j, k} + \left(u^*_{m}\right)_{j, k}(x - x_{j, k}) \\
&+ \left(u^*_{m}\right)_{j, k} (y - y_{j, k}) + \left(u^*_{m}\right)_{j, k}(t - t^n), \\
\left(f^*_{m}\right)(x, y, t; j, k, n) &= \left(f^*\right)_{j, k} + \left(f^*_{m}\right)_{j, k}(x - x_{j, k}) \\
&+ \left(f^*_{m}\right)_{j, k} (y - y_{j, k}) + \left(f^*_{m}\right)_{j, k}(t - t^n), \\
\left(g^*_{m}\right)(x, y, t; j, k, n) &= \left(g^*\right)_{j, k} + \left(g^*_{m}\right)_{j, k}(x - x_{j, k}) \\
&+ \left(g^*_{m}\right)_{j, k} (y - y_{j, k}) + \left(g^*_{m}\right)_{j, k}(t - t^n),
\end{align*}
\]

for \(m = 1, 2, 3, 4\). At point \((j, k, n)\), we let\n
\[
\left(u^*_{m}\right)_{j, k} = -\left(f^*_{m}\right)_{j, k} - \left(g^*_{m}\right)_{j, k},
\]

for \(m = 1, 2, 3, 4\). To proceed, let \(f^*_{m,l}\) and \(g^*_{m,l}\) be the entries of Jacobian matrixes \(F\) and \(G\), i.e.,

\[
f^*_{m,l} = \frac{\partial f^*}{\partial u^*_{l}} \quad \text{and} \quad g^*_{m,l} = \frac{\partial g^*}{\partial u^*_{l}},
\]

for \(m, l = 1, 2, 3, 4\). Aided by the chain rule, we have,

\[
\begin{align*}
\left(f^*_{m}\right)_{j, k} &= \sum_{l=1}^{4} \left(f^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k}, \\
\left(g^*_{m}\right)_{j, k} &= \sum_{l=1}^{4} \left(g^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k},
\end{align*}
\]

Aided by Eqs. (2.11-17), Eq. (2.9) can be recast to

\[
\left(u^*_{m}\right)_{j, k} = -\sum_{l=1}^{4} \left(f^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k} - \sum_{l=1}^{4} \left(g^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k},
\]

Aided by the chain rule and Eqs. (2.15), \(\left(f^*_{m}\right)_{j, k}\) and \(\left(g^*_{m}\right)_{j, k}\) can be expressed as,

\[
\begin{align*}
\left(f^*_{m}\right)_{j, k} &= \sum_{l=1}^{4} \left(f^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k} \\
&= -\sum_{l=1}^{4} \left(f^*_{m,l}\right)_{j, k} \sum_{r=1}^{4} \left(f^*_{r,l}\right)_{j, k} \left(u^*_{r}\right)_{j, k}, \\
\left(g^*_{m}\right)_{j, k} &= \sum_{l=1}^{4} \left(g^*_{m,l}\right)_{j, k} \left(u^*_{l}\right)_{j, k} \\
&= -\sum_{l=1}^{4} \left(g^*_{m,l}\right)_{j, k} \sum_{r=1}^{4} \left(f^*_{r,l}\right)_{j, k} \left(u^*_{r}\right)_{j, k},
\end{align*}
\]

for \(m = 1, 2, 3, 4\). Aided by Eqs. (2.11-17), Eqs. (2.6-8) could fully specify the distribution of \(u^*_{m}\), \(f^*_{m}\) and \(g^*_{m}\) inside \(SE(j, k, n)\) when values of \(\left(u^*_{m}\right)_{j, k}\), \(\left(u^*_{m}\right)_{j, k}\) and \(\left(u^*_{m}\right)_{j, k}\) are known.

The above expressions are all concerned with the distribution of flow variables and inviscid fluxes inside a SE. For expressing the viscous fluxes, \(f^*_{m}\) and \(g^*_{m}\),
with $u_m$, $u_{mx}$, and $u_{my}$, let’s express $\partial u/\partial x$ and $\partial v/\partial y$ with $u_m$, $u_{mx}$, and $u_{my}$ as,

$$\frac{\partial u}{\partial x} = \frac{1}{\rho} \frac{\partial (\rho u)}{\partial x} = \frac{\rho u}{\rho^2} \frac{\partial \rho}{\partial x} = \frac{u_{mx}}{u_1} - \frac{u_{my}}{u_1^2}, \quad (2.18a)$$

$$\frac{\partial v}{\partial y} = \frac{1}{\rho} \frac{\partial (\rho v)}{\partial y} = \frac{\rho v}{\rho^2} \frac{\partial \rho}{\partial y} = \frac{u_{my}}{u_1} - \frac{u_{mx}}{u_1^2}. \quad (2.18b)$$

With the aid of Eq. (2.18), $\tau_{xx}$ can be expressed as

$$\tau_{xx} = \frac{1}{3Re} \left( -4 \frac{u_{mx}^2}{u_1^2} + 4 \frac{u_{xx}}{u_1} + 2 \frac{u_{my}^2}{u_1^2} - 2 \frac{u_{yy}}{u_1} \right). \quad (2.19)$$

Similar expressions can be obtained for $\tau_{yy}$, $\tau_{xy}$, $q_x$, and $q_y$ in Eq. (2.2d-e). Moreover the viscous fluxes, $f_{m+}$ and $g_{sm}$, can be expressed by $u_m$, $u_{mx}$, and $u_{my}$. Aided with Eq. (2.6), the distribution of flow variables inside $SE(j,k,n)$ can be obtained. With flow variables, the distribution of viscous fluxes, $f_{m+}$ and $g_{sm}$, can be further expressed by $(u_m)_{j,k}^n$, $(u_{mx})_{j,k}^n$ and $(u_{my})_{j,k}^n$.

With known values of $(u_m)_{j,k}^n$, $(u_{mx})_{j,k}^n$ and $(u_{my})_{j,k}^n$, the distribution of flow variable $u_m^*$, inviscid fluxes $f_{m+}^*$ and $g_{sm}^*$, and viscous fluxes $f_{m+}^*$ and $g_{sm}^*$, can be fully specified inside $SE(j,k,n)$. Let $h_{m+}^* = \left( f_{m+}^*, g_{sm}^* - g_{sm}^* - u_m^* \right)$ and Eq. (2.4) can be approximated by

$$\int h_{m+}^* \cdot ds = 0, \quad (2.20)$$

for $m = 1, 2, 3, 4$.

### 2.3 Time Marching for $u$

By imposing Eq. (2.20) over $CE(j,k,n)$, an algebraic equation can be obtained based on the global flux conservation and $(u_m)_{j,k}^n$ can be obtained directly for each $m = 1, 2, 3, 4$. To proceed, we calculate the flux leaving surfaces of $CE(j,k,n)$. Consider $CE(j,k,n)$, the hexahedral cylinder $ABCD\text{E}F$, $B'C'D'E'$ referring to Fig. 3. The surfaces of $CE(j,k,n)$ can be divided into four groups. Hexahedron $A'B'C'D'E'$ belongs to $SE(j,k,n)$. Quadrilaterals $ABGF$, $ABB'$ and $AFF'$ belong to $SE(j1,k1,n - 1/2)$. Quadrilaterals $CDGB$, $CDD'C'$ and $CBB'C'$ belong to $SE(j2,k2,n - 1/2)$. Quadrilaterals $EFGD$, $EFD'E'$ and $EFD'E'$ belong to $SE(j3,k3,n - 1/2)$. Let $S$ be the area of the surface. Over each area, let the outward normal be $n$, and the surface vector $s = n S$.

The flux leaving a surface is equal to the scalar product between the vector $h_{m+}^* = \left( f_{m+}^* - f_{m+}^* - g_{sm}^* - g_{sm}^* - u_m^* \right)$, evaluated at surface’s centroid, and the surface vector $s$. For hexahedron $A'B'C'D'E'$ in $E_j$, its surface vector is

$$s_{A'B'C'D'E'} = (0, 0, S_{q_1} + S_{q_2} + S_{q_3}), \quad (2.21)$$

and the coordinates of its centroid $\bar{s}$ are $(\bar{y}_S, \bar{y}_S, t^n)$. The flux leaving the surface $A'B'C'D'E'$ is

$$(FLUX)_{A'B'C'D'E'} = \left( S_{q_1} + S_{q_2} + S_{q_3} \right) (u_m)_{j,k}^n. \quad (2.22)$$

Let’s calculate the fluxes leaving surfaces belonging to $SE(j1,k1,n - 1/2)$. For quadrilateral $ABB'$, its surface vector is

$$s_{ABB'} = \frac{\Delta t}{2} \left( y_B - y_A, x_A - x_B, 0 \right), \quad (2.23)$$

and the coordinates of its centroid are

$$(x_A + x_B, y_A + y_B, t^{n-1/2} + \frac{\Delta t}{4}).$$

The flux leaving the surface $ABB'$ is

$$(FLUX)_{ABB'} = \frac{\Delta t}{2} (y_B - y_A, x_A - x_B) \left( f_{m+} \right)_{j,k}^{n-1/2} + \frac{x_A + x_B - y_A}{2} \left( g_{sm} \right)_{j,k}^{n-1/2} + \frac{\Delta t}{4} (f_{m+} - f_{m+})$$

$$(x_A - x_B, y_A - y_B) \left( g_{sm} \right)_{j,k}^{n-1/2} + \frac{\Delta t}{4} (g_{sm} - g_{sm}) \left( s_{ABB} \right), \quad (2.24)$$

where the viscous fluxes, $f_{m+}^{AB}$ and $g_{sm}^{AB}$, are obtained from flow variables at the centroid of surface $ABB'$ and $(u_{mx})_{j,k}^{n-1/2}$ and $(u_{my})_{j,k}^{n-1/2}$.

For quadrilateral $AFF'$, its surface vector is
\[ s_{AFF_A} = \frac{\Delta t}{2} \left( y_A - y_F, x_F - x_A, 0 \right), \]  
(2.25)

and the coordinates of its centroid are 
\[ \left( \frac{x_A + x_F}{2}, \frac{y_A + y_F}{2} - \nu n^{-1/2} + \frac{\Delta t}{4} \right). \]

The flux leaving the surface \( AFF_A \) is

\[
(FLUX_m)_{AFF_A} = \frac{\Delta t}{2} \left( f_m \right)_{j,k,l}^{n^{-1/2}} + \left( \frac{x_F + x_A}{2} - x_\sigma \right) \left( f_m \right)_{j,k,l}^{n^{-1/2}} + \frac{\Delta t}{4} \left( f_m \right)_{j,k,l}^{n^{-1/2} - f_m^{AF}}
\]

\[
+ \left( \frac{y_F + y_A - y_\sigma}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2}} + \frac{\Delta t}{4} \left( g_m \right)_{j,k,l}^{n^{-1/2} - g_m^{AF}}
\]

\[
+ \left( \frac{x_F - x_A}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2} - \nu \Delta t}
\]

\[
+ \left( \frac{y_F - y_A}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2} - \nu \Delta t} + \frac{\Delta t}{4} \left( g_m \right)_{j,k,l}^{n^{-1/2} - g_m^{AF}}
\]

(2.25)

where the viscous fluxes, \( f_m^{AF} \) and \( g_m^{AF} \), are obtained from flow variables at the centroid of surface \( AFF_A \) and \((u_m, 0, 0, 0, 0, 0)\).

The flux leaving the surface \( ABGF \) is

\[
(FLUX_m)_{ABGF} = -S_{q1} [u_m]_{j,k,l}^{n^{-1/2}} + \left( x_q - x_\sigma \right) [u_m]_{j,k,l}^{n^{-1/2}} + \left( y_q - y_\sigma \right) [u_m]_{j,k,l}^{n^{-1/2}}
\]

(2.28)

The flux leaving the three surfaces belonging to \( SE(j1,k1,n^{-1/2}) \) is the sum of Eqs. (2.24), (2.26) and (2.28). We have

\[
(FLUX_m)_{j,k,l}^{n^{-1/2}} = -S_{q1} \left( u_m \right)_{j,k,l}^{n^{-1/2}} + \left( x_q - x_\sigma \right) \left( u_m \right)_{j,k,l}^{n^{-1/2}} + \left( y_q - y_\sigma \right) \left( u_m \right)_{j,k,l}^{n^{-1/2}}
\]

\[
\left( \frac{x_F + x_A}{2} - x_\sigma \right) \left( f_m \right)_{j,k,l}^{n^{-1/2}} + \frac{\Delta t}{4} \left( f_m \right)_{j,k,l}^{n^{-1/2} - f_m^{AF}}
\]

\[
+ \left( \frac{y_F + y_A - y_\sigma}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2}} + \frac{\Delta t}{4} \left( g_m \right)_{j,k,l}^{n^{-1/2} - g_m^{AF}}
\]

\[
+ \left( \frac{x_F - x_A}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2} - \nu \Delta t}
\]

\[
+ \left( \frac{y_F - y_A}{2} \right) \left( g_m \right)_{j,k,l}^{n^{-1/2} - \nu \Delta t} + \frac{\Delta t}{4} \left( g_m \right)_{j,k,l}^{n^{-1/2} - g_m^{AF}}
\]

(2.29)

where \((u_m, 0, 0, 0, 0, 0)\), \((u_m, 0, 0, 0, 0, 0)\), and \((u_m, 0, 0, 0, 0, 0)\) are values stored at solution point \( A \). Similarly, the fluxes leaving three quadrilaterals belonging to conservation over \( SE(j2,k2,n^{-1/2}) \) are

\[
(FLUX_m)_{j2,k2}^{n^{-1/2}} = -S_{q2} \left( u_m \right)_{j2,k2}^{n^{-1/2}} + \left( x_q - x_\sigma \right) \left( u_m \right)_{j2,k2}^{n^{-1/2}} + \left( y_q - y_\sigma \right) \left( u_m \right)_{j2,k2}^{n^{-1/2}}
\]

\[
+ \left( \frac{x_F + x_A}{2} - x_\sigma \right) \left( f_m \right)_{j2,k2}^{n^{-1/2}} + \frac{\Delta t}{4} \left( f_m \right)_{j2,k2}^{n^{-1/2} - f_m^{AF}}
\]

\[
+ \left( \frac{y_F + y_A - y_\sigma}{2} \right) \left( g_m \right)_{j2,k2}^{n^{-1/2}} + \frac{\Delta t}{4} \left( g_m \right)_{j2,k2}^{n^{-1/2} - g_m^{AF}}
\]

\[
+ \left( \frac{x_F - x_A}{2} \right) \left( g_m \right)_{j2,k2}^{n^{-1/2} - \nu \Delta t}
\]

\[
+ \left( \frac{y_F - y_A}{2} \right) \left( g_m \right)_{j2,k2}^{n^{-1/2} - \nu \Delta t} + \frac{\Delta t}{4} \left( g_m \right)_{j2,k2}^{n^{-1/2} - g_m^{AF}}
\]

(2.29)
The fluxes leaving the three surfaces of $SE(j,k,n-1/2)$ are

$$
(\text{flux}_m)_{j,k}^{n-1/2} = -S_{q31}(u_m)_{j,k}^{n-1/2} + (x_{q3} - x_F) G_{q3,m}^{n-1/2} \\
+ (y_{q3} - y_F) H_{q3,m}^{n-1/2} + (z_{q3} - z_F) G_{q3,m}^{n-1/2}.
$$  

(2.30)

For flux conservation over $CE(j,k,n)$, we have

$$
(\text{FLUX}_m)_{jkCE} + (\text{FLUX}_m)_{jkEF} + (\text{FLUX}_m)_{jkAF} = 0.
$$

(2.32)

Aided by Eq. (2.22), an explicit expression for $(u_m)_{j,k}^n$ can be obtained from above equation as

$$
(u_m)_{j,k}^n = \frac{(\text{flux}_m)_{j,k}^{n-1/2} + (\text{flux}_m)_{j,k}^{n+1/2} + (\text{flux}_m)_{j,k}^{n-1/2}}{S_{q1} + S_{q2} + S_{q3}}.
$$

(2.33)

### 2.4 Time Marching for $u_*$ and $u_*$

In this section, we illustrate the calculation of the spatial derivatives of the flow variables, i.e., $(u_m)_{j,k}^n$ and $(u_m)_{j,k}^n$ . We note that point $\Gamma$ is not the centroid of $\Delta T$ unless a uniform mesh is used. As shown in Fig. 5, a triangle $\Delta T^*E^*$, whose centroid is point $\Gamma$, is obtained by parallel moving $\Delta TCE$ in the spatial domain. The vertices’ coordinates of $\Delta T^*E^*$ are

$$
\begin{align*}
&x_d^* = \left(3x_{\pi}^* + 2x_{\pi}^* - x_{\pi}^* - x_{\pi}^*\right)/3 \\
y_d^* = \left(3y_{\pi}^* + 2y_{\pi}^* - y_{\pi}^* - y_{\pi}^*\right)/3, \\
x_c^* = \left(3x_{\pi}^* + 2x_{\pi}^* - x_{\pi}^* - x_{\pi}^*\right)/3, \\
y_c^* = \left(3y_{\pi}^* + 2y_{\pi}^* - y_{\pi}^* - y_{\pi}^*\right)/3.
\end{align*}
$$

(2.34)  

(2.35)  

(2.36)  

Flow variables at $\Gamma$, i.e., $(u_m)_{j,k}^n$, are calculated from Eq. (2.33). Flow variable at point $A^*$ is obtained by a first-order Taylor series, Eq. (2.26), as

$$
\begin{align*}
&(u_m')_{j,k,1} = (u_m)_{j,k}^{n-1/2} + \frac{\Delta t}{2}(u_m)_{j,k}^{n-1/2} \\
&+ (x_{d} - x_{\pi}^*)((u_m')_{j,k,1}^{n-1/2} + (y_{d} - y_{\pi}^*)((u_m')_{j,k,1}^{n-1/2} + (z_{d} - z_{\pi}^*)((u_m')_{j,k,1}^{n-1/2} \\
&- \frac{\Delta t}{2} (y_{d} - y_{\pi}^*)((u_m')_{j,k,1}^{n-1/2} + (x_{d} - x_{\pi}^*)((u_m')_{j,k,1}^{n-1/2} + (z_{d} - z_{\pi}^*)((u_m')_{j,k,1}^{n-1/2}.
\end{align*}
$$

(2.37)

Similarly, $(u_m')_{j,k,2}$ and $(u_m')_{j,k,3}$ , at $C^*$ and $E^*$ can be obtained. Based on $(u_m')_{j,k,1}$, $(u_m')_{j,k,2}$ and $(u_m')_{j,k,3}$ on points $A^*$, $C^*$ and $E^*$, we apply central differencing to calculate $(u_m)_{j,k,1}^n$ and $(u_m)_{j,k,2}^n$ and $(u_m)_{j,k,3}^n$ at point $\Gamma$, i.e.,

$$
\begin{align*}
&\left\langle u_m'\right\rangle_{j,k,1}^n = \frac{1}{2S_{A^*E^*}} \left[ (y_{C^*} - y_{E^*}) (u_m')_{j,k,1}^n \\
&+ (y_{E^*} - y_{A^*}) (u_m')_{j,k,2}^n + (y_{A^*} - y_{C^*}) (u_m')_{j,k,3}^n \right],
\end{align*}
$$

(2.38)
\[
(u_m)_j^p = \frac{1}{2S_{\Delta C'E'}} \left[ (x_{C'} - x_{C''}) (u_m)_j^p + (x_{A'} - x_{A''}) (u_m)_j^{p+1} \right] + (x_{A'} - x_{E'}) (u_m)_j^{p+1} + (x_{C''} - x_{C'}) (u_m)_j^{p+1} ,
\]
(2.39)
where \( S_{\Delta C'E'} \) is the area of \( \Delta C'E' \):
\[
S_{\Delta C'E'} = \frac{1}{2} \left[ (x_{A'} - x_{E'}) (y_{C'} + x_{C''} y_{E'} + x_{E'} y_{C'}) + (x_{C'} - x_{C''}) (y_{A'} + x_{A''} y_{C'} + x_{C'} y_{A''}) \right] - x_{C'} y_{E'} - x_{C''} y_{A'} - x_{E'} y_{C'} ,
\]
(2.40)
Similar central differencing can be applied to calculate \((u_m)_j^p\) and \((u_m)_j^{p+1}\) for \( \Delta C'E' \), \( \Delta A' \), and \( \Delta A'E' \). Based on the re-weighting procedure in [4], we calculate \((u_m)_j^p\) and \((u_m)_j^{p+1}\) as,
\[
(u_m)_j^p = (u_m)_j^{p+1} = (u_m)_j^{p+1} ,
\]
(2.41)
where
\[
(u_m)_j^p = \frac{1}{\alpha^2} \left[ (\theta_{m2} \theta_{n3}) (u_m)_j^{p+1} \right] + (\theta_{m2} \theta_{n3}) (u_m)_j^{p+1} + (\theta_{m1} \theta_{n2}) (u_m)_j^{p+1} + (\theta_{m1} \theta_{n3}) (u_m)_j^{p+1} ,
\]
(2.42)
and
\[
(u_m)_j^{p+1} = \frac{1}{\alpha^2} \left[ (\theta_{m2} \theta_{n3}) (u_m)_j^{p+1} \right] + (\theta_{m2} \theta_{n3}) (u_m)_j^{p+1} + (\theta_{m1} \theta_{n2}) (u_m)_j^{p+1} + (\theta_{m1} \theta_{n3}) (u_m)_j^{p+1} \right] + (\theta_{m1} \theta_{n3}) (u_m)_j^{p+1} \right] ,
\]
(2.43)
and
\[
\theta_{m2} = \left[ \sqrt{u_m}_j^p \right] + (\theta_{m2} \theta_{n3})_j^{p+1} + (\theta_{m1} \theta_{n3})_j^{p+1} .
\]
(2.44)
Equations (2.33) and (2.41) form the CESE schemes are stable for CFL number < 1., while \( \alpha \geq 0 \). Equations (2.33) and (2.41) form the commonly used CESE scheme, the \( a-\alpha \) scheme. Hereafter we refer it as the original scheme.

3. CFL Insensitive Scheme

3.1 The CFL Condition
The CFL number in two spatial dimensions is defined hereafter. The spatial projections of solution points are presented in Fig. 6, in which solid squares are at time level \( n = 0, 1, 2, \ldots \), and hollow squares are at \( n = 1/2, 3/2, 5/2, \ldots \). According to the CESE method, the flow variables at solution point \( G \) \((j, k, n)\) are determined by those at seven solution points \( A, B, C, D, E, F, \) and \( G \) at the time level \( n-1 \). The hexagon \( ABCDEF \) is the numerical domain of dependence for the solution at \( G \) at time level \( n-1 \).

Figure 7 shows the projection of a Mach cone on the spatial plane at \( t = (n-1) \Delta t \), with point \( G \) being its vertex. The result is a circle with a radius of \( c \Delta t \) on the plane with \( O \) as the center of the circle. The boundary and interior of the circle form the domain of dependence for the solution at \( G \). Thus, the CFL condition for the solution at \( G \) is defined such that if and only if the domain of dependence, i.e., the circle, lies in the interior of the hexagon \( ABCDEF \). Let \( u, v \) and \( c \) be velocity components and sonic speed at solution point \( G \) at time level \( n-1 \). As shown in Fig. 7, for the velocity vector \( \overrightarrow{GO} \), we have
\[
\overrightarrow{GO} = \Delta t \sqrt{u^2 + v^2} , \quad \text{and } \theta_0 = \arctan(v/u) .
\]
(3.1)
Let line segment \( GH \) be the distance from point \( G \) to boundary \( AB \), we have
\[
\overrightarrow{GH} = 2 S_{\Delta ABC}/ \sqrt{(y_{FG} - y_{AB})^2 + (y_{FG} - y_{AB})^2} , \quad \text{and} \quad \theta_0 = \arctan \left( \frac{x_{FG} - x_{AB}}{y_{FG} - y_{AB}} \right) .
\]
(3.2)
As shown in Fig. 7, we choose a point \( P \) on the circle such that the line segment \( OP \) is parallel to line segment \( GH \). Let \( R \) and \( S \) be the projection of \( O \) and \( P \) on \( GH \). Obviously \( P \) is the closest point to the boundary \( AB \) on the circle. To keep the circle inside the hexagon, with \( AB \) as one of the boundary segments, we require that
\[
v^{(1)} = \left| \overrightarrow{GS} \right| / \left| \overrightarrow{GH} \right| < 1,
\]
(3.3)
where
\[
\overrightarrow{GS} = \Delta t \left[ \sqrt{u^2 + v^2} \cos(\theta - \theta_0) \right] .
\]
(3.4)
For the other five boundary line segments, we have similar conditions, i.e., \( v^{(2)} \) for \( BC \), \( v^{(3)} \) for \( CD \), \( v^{(4)} \) for \( DE \), \( v^{(5)} \) for \( EF \), and \( v^{(6)} \) for \( FA \). The CFL condition is that,
\[
v = \max \left\{ v^{(1)}, v^{(2)}, v^{(3)}, v^{(4)}, v^{(5)}, v^{(6)} \right\} .
\]
(3.5)
Essentially, Eqs. (3.5-6) specify that the domain of dependence of the flow solution at $G'$ must lie within its numerical domain of dependence, i.e., hexagon $ABCDEF$. In computation, $\Delta t$ is chosen to satisfy Eq. (3.5-6).

### 3.2 The CFL Insensitive Scheme

According to [9-11], the CFL insensitive scheme is constructed such that (i) it would reduce to the original $a$ scheme in the limit of CFL $\rightarrow 0$, and (ii) it would reduce to the original $a$-$a$ scheme in the limit of CFL $\rightarrow 1$.

As shown in Fig. 8, points $Q_1$, $Q_2$ and $Q_3$ are centroids of quadrilaterals $A'BG', C'DE$ and $DEFG$, points $P_1$, $P_2$ and $P_3$ are defined within line segments $A'Q_1$, $C'Q_2$ and $E'Q_3$ as,

\[
\begin{align*}
    x_{p_1} &= v_x x_{A'} + (1 - v_x) x_{Q_1}, \\
    y_{p_1} &= v_x y_{A'} + (1 - v_x) y_{Q_1}, \\
    x_{p_2} &= v_x x_{C'} + (1 - v_x) x_{Q_2}, \\
    y_{p_2} &= v_x y_{C'} + (1 - v_x) y_{Q_2}, \\
    x_{p_3} &= v_x x_{E'} + (1 - v_x) x_{Q_3}, \\
    y_{p_3} &= v_x y_{E'} + (1 - v_x) y_{Q_3},
\end{align*}
\]

(3.7)

Take Eq. (3.7) for instance, with CFL number, $v_x$, changing from 0 to 1, point $P_1$ moves from point $Q_1$ to $A'$. Similar to the fact that the centroid of $\Delta A'C'E'$ may not be $G'$, the centroid of $\Delta P_1 P_2 P_3$ may not be $G'$.

Similar to that in section 2.4, the centroid of $\Delta P_1^* P_2^* P_3^*$, i.e., point $G^*$, can be obtained by parallel translation of $\Delta A'C'E'$. The coordinates of the vertexes of $\Delta P_1^* P_2^* P_3^*$ are

\[
\begin{align*}
    x_{p_1} &= v_x x_{A'} + \frac{1 - v_x}{3} (3 x_{C'} - 2 x_{Q_1} - x_{Q_3}) \\
    y_{p_1} &= v_x y_{A'} + \frac{1 - v_x}{3} (3 y_{C'} - 2 y_{Q_1} - y_{Q_3}) \\
    x_{p_2} &= v_x x_{C'} + \frac{1 - v_x}{3} (3 x_{E'} - 2 x_{Q_2} - x_{Q_3}) \\
    y_{p_2} &= v_x y_{C'} + \frac{1 - v_x}{3} (3 y_{E'} - 2 y_{Q_2} - y_{Q_3}) \\
    x_{p_3} &= v_x x_{E'} + \frac{1 - v_x}{3} (3 x_{A'} - 2 x_{Q_3} - x_{Q_1}) \\
    y_{p_3} &= v_x y_{E'} + \frac{1 - v_x}{3} (3 y_{A'} - 2 y_{Q_3} - y_{Q_1})
\end{align*}
\]

(3.10)

(3.11)

Flow variables at $P_1^*$, $P_2^*$ and $P_3^*$ are obtained by

\[
\begin{align*}
    (u^{' \prime}_m)_{p_1} &= \left( u^{' \prime \prime}_m \right)_{j,k,1} + \frac{\Delta t}{2} \left( u^{' \prime}_m \right)_{j,k,1} \\
    + \left[ x_{p_1} - x_{A'} \right] \left( u^{' \prime}_m \right)_{j,k,1} + \left[ y_{p_1} - y_{A'} \right] \left( u^{' \prime \prime}_m \right)_{j,k,1} \\
    (u^{' \prime}_m)_{p_2} &= \left( u^{' \prime \prime}_m \right)_{j,k,2} + \frac{\Delta t}{2} \left( u^{' \prime}_m \right)_{j,k,2} \\
    + \left[ x_{p_2} - x_{C'} \right] \left( u^{' \prime}_m \right)_{j,k,2} + \left[ y_{p_2} - y_{C'} \right] \left( u^{' \prime \prime}_m \right)_{j,k,2} \\
    (u^{' \prime}_m)_{p_3} &= \left( u^{' \prime \prime}_m \right)_{j,k,3} + \frac{\Delta t}{2} \left( u^{' \prime}_m \right)_{j,k,3} \\
    + \left[ x_{p_3} - x_{E'} \right] \left( u^{' \prime}_m \right)_{j,k,3} + \left[ y_{p_3} - y_{E'} \right] \left( u^{' \prime \prime}_m \right)_{j,k,3}
\end{align*}
\]

(3.13)

(3.14)

(3.15)

With the values of flow variables at points $P_1^*$, $P_2^*$, $P_3^*$ and $G^*$ known, the CFL insensitive scheme can be constructed. There are several versions of CFL insensitive scheme as stated in [9-11]. In the present paper, the Scheme II in [10] is applied. For completeness, the equations are provided in the following.

\[
\begin{align*}
    \left( P^*_{mx} \right)_{f,k} &= \frac{1}{e} \left[ 1 + f(v_x) \left( s_{mx} \right)_{f,k} \right] \left( P_{mx}^{(1)} \right)_{f,k} \\
    &+ \left[ 1 + f(v_x) \left( s_{mx} \right)_{f,k} \right] \left( P_{mx}^{(2)} \right)_{f,k} \\
    \left( P^*_{my} \right)_{f,k} &= \frac{1}{e} \left[ 1 + f(v_x) \left( s_{my} \right)_{f,k} \right] \left( P_{my}^{(1)} \right)_{f,k} \\
    &+ \left[ 1 + f(v_x) \left( s_{my} \right)_{f,k} \right] \left( P_{my}^{(2)} \right)_{f,k}
\end{align*}
\]

(3.16)

(3.17)

where

\[
\begin{align*}
    e &= 3 + f(v_x) \left( s_{mx} \right)_{f,k} + \left( s_{mx} \right)_{f,k} + \left( s_{mx} \right)_{f,k} \\
    (s_{mr})_{f,k} &= \frac{\phi_{mr}}{\min(\phi_{m1}, \phi_{m2}, \phi_{m3})} - 1, \\
    \phi_{m1} &= \theta_{m1} \theta_{m3}, \quad \phi_{m2} = \theta_{m1} \theta_{m3} \quad \text{and} \quad \phi_{m3} = \theta_{m2} \theta_{m1}, \\
    f(v_x) &= 1/v_x.
\end{align*}
\]

(3.18)

(3.19)

(3.20)

(3.21)
4. Numerical Results

Two problems are solved using the above CESE method for the Navier-Stokes equations.

4.1 Shock Wave Boundary Layer Interaction

The shock wave boundary layer interaction problem in [12] is used as the test case. This problem is often used as a standard test for Navier-Stokes solvers. As shown in Fig. 9, the computational domain is \( (x, y) \in [0, 2.4]\times[0, 1.164] \). The left boundary is defined as the inlet boundary where specified boundary condition is employed. The flow on the top boundary is specified to form an oblique shock, impinging on the wall. The right boundary is a supersonic outlet, where non-reflective boundary condition is used. The bottom boundary consists of a symmetric boundary and a solid wall, whose lengths are 0.8 and 1.6 respectively. For the solid wall, the no-slip boundary condition is employed. The incoming shock wave, emanating from the upper-left corner of the computational domain, impinges on the solid wall with an angle of 32.6° with respect to the wall. The flow Mach number on the left inlet boundary is 2.0. The flow condition on the top boundary is calculated based on the oblique shock condition to form the desired shock wave angle.

We consider the viscous flow with \( Re=296,000 \). The computational domain is covered by 80,000 triangles. To resolve boundary layer, grid points are clustered to solid wall. The first grid point to the solid wall is \( 5\times10^{-3} \) of the domain height. Due to the non-uniform mesh, the local CFL number varies significantly across the computational domain, the difference in CFL numbers is around 60 times. Figure 10 shows the pressure contours. There are 50 contours ranging equally from 0.01 to 0.25. The pressure contours obtained by CFL insensitive scheme are shown in Fig. 10a. Pressure contours by the original scheme are shown in Fig. 10b. The CFL insensitive scheme can crisply capture shocks, while the original scheme shows excessive numerical diffusion due to small CFL number. For viscous flow simulation, the CFL insensitive scheme plays an important role in capturing sharp shocks and detailed flow structure across the domain.

Because the impinging shock is strong, boundary layer separation occurs at the shock impinging point at the wall. Figure 11 shows the velocity vectors in the recirculation zone. The change of boundary layer thickness and a boundary layer separation can be observed. Figures 12-13 show the pressure and the friction coefficient along solid wall, respectively. Curves are the calculated results and symbols are the experimental data. The present results are in good agreement with the experimental data.

4.2 Driven Cavity Flow

The driven cavity flow is also a benchmark problem for testing incompressible viscous solvers [13]. The CESE method is employed for this incompressible flow calculation. The computational domain is \( (x, y) \in [0, 1]\times[0, 1] \). The top boundary is a moving solid wall, and the other three boundaries are stationary walls. We conducted computation with \( Re=1,000 \). 12,000 triangles are used to cover the computation domain. The distributions of velocity components along centerlines are plotted in Fig. 14 and 15. The velocity vector field is plotted in Fig. 16. The present results are in good agreement with the data reported in [13].

5. Concluding Remarks

In this paper, the CESE method is extended to solve the Navier-stokes equations. In the setting of the space-time integration of the CESE method, the inviscid flux and viscous flux are incorporated to enforce local and global flux conservation. A CFL insensitive CESE scheme is employed to provide high resolution across the computational domain, for overcoming excessive damping incurred by small CFL numbers in the original CESE method. To demonstrate the capabilities of the new approach, we calculated a shock/boundary layer interaction problem and a driven cavity flow. Numerical results show that complex physical phenomena at a wide range of Mach numbers can be predicted accurately by the CESE method.
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Fig. 1: Spatial computational domain with a triangular mesh. Circles (solid or hollow) are triangles’ centroids.

Fig. 2: Definition of the solution points.

Fig. 3: Grid point arrangement in the space-time domain.

Fig. 4: Definition of Solution Element $SE(j, k, n)$ associated with point $G^r(j, k, n)$.

Fig. 5: Parallel translation of $\Delta \vec{A} \vec{C} \vec{E}$ and $\Delta \vec{A}^r \vec{C}^r \vec{E}^r$.

Solution point $\vec{G}^r$ is $\Delta \vec{A}^r \vec{C}^r \vec{E}^r$’s centroid.

Fig. 6: The numerical domain of dependence in the CESE method.
Fig. 7: Definition of the local CFL condition for two-dimensional problems.

Fig. 8: Definition of points Q1, Q2, Q3, P1, P2, and P3 for the CFL-insensitive schemes.

Fig. 9: Geometry of shock boundary layer interaction problem

Fig. 10: Pressure contours of the shock boundary layer interaction problem with Re=296000. (a). Pressure contours obtained by CFL insensitive scheme. (b). Pressure contours obtained by original CESE scheme.

Fig. 11: Velocity vectors around shock impinging point at wall. (a). Overall view. (b). Enlarged view.
Fig. 12. Pressure distribution along wall.

Fig. 13. Skin friction distribution along wall.

Fig. 14. Distribution of velocity component $u$ along the vertical centerline.

Fig. 15. Distribution of velocity component $v$ along the horizontal centerline.

Fig. 16. Velocity vectors of the cavity driven problem.